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The focus of this talk is on the analogies between Shannon information and material “mixedness” or “entropy”, and between Shannon’s Noiseless Coding Theorem and the representation of material recycling systems by tree diagrams [Ash 1965].  We report that within certain constraints, one can construct a measure of material entropy, “H”, that represents both the degree of material “mixedness” in a product and a measure of the complexity of the system needed to recycle the product.  The concept is tested for a variety of typical products with both high and low current recycling rates in the United States.  The result is a variation on the Sherwood plot, a plot which shows that the higher the material value, the lower the ore grade that will be mined [Allen 1994, Chapman 1983].

In the results presented in this paper, it is shown that society recycles those products with high material value and low material entropy.  On the other hand, it does not recycle products with low material values and high material entropy (see Figure 1).  The concept is tested against other measures of material mixedness, such as the number of materials that make up 99% of the weight of the product “N”, and the number of perfect binary separation processes necessary to separate those materials (N-1).  In every case, the measure H is found to outperform the other measures in terms of its ability to resolve recycled and not-recycled products.

These results will be explained along with the implications of this result on product design. The method will also be extended to show the potential energy savings from recycling.
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